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Abstract

This paper addresses the issue of defining alocaion service
suitable for very dynamic and hghly popuated networks
(milli ons of users), where services might experience highly
correlated peeks of traffic or synchronized accessto spedfic
servers. A cooperative mobile agent solution is propcsed to
solve the major problems, alowing the dynamic
deployment of new application servers when needed. But it
requires an adequate location service to route the dients to
the gplicaion servers, which scdes to a large number of
clientsand still allows ahigh number of updates. This paper
presents a very dynamic locaion service which adapts to
overload situations by modifying the routing information
distribution and (possbly) its srvers internal structure.
The resporsive and fast route update results in a load re-
distribution, which alows it to scde to a broader range
compared to ather dternative gproadces.

|. Introduction

Traffic in future multi-service networks will be much more
dependent on the locaion d the gplications, or the way
clients find servers, than the present situation d sparse
servers at the elges of the network. There is today a
growing widespread requirement for applicaions with
guaranteed quality of service used by an unpgedictable and
large number of clients, and which must be deployed in an
affordable way. If the network routing cgpability is not
acounted duing application deployment then, server
overload and retwork congestion can easily happen. Under
these @ndtions, the routing d communications traffic is
no longer simply a strict network problem (it needs to be
taken into acourt at the goplication level).

A common charaderistic of some gplicaions can be
the posshility of generating highly correlated peeks of
traffic due to client interadion with the servers. Examples
are eay to envision: applicaions based oninteradive TV
interffaces, where  ntests, promotional  prices
annourcements or audience queries may synchronize the
sending d requests to particular servers; red-time sport
brokering; teleshoppng; etc. The gplicaion techndogy
will most likely rely on a highly variable server group to
adapt to client load pe&s, prodwcing a nonstatic
environment.
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The scdahility of such applicaions to a large number
of users depends on the number of applicaion servers
available, and aso on the bandwidth and on the system
feaures on the overall server suppat. The location service
is one of these fedures. It matches clients with server
objeds and might suffer from overload or bemme a
criticd point in the system.

This paper extends a previous work on a dynamic
location service [1] by defining an adjusting mechanism of
its gructure in resporse to owerload condtions. The
following sedion provides the necessary badkground and
sedion Il presents the locaion service main
charadgeristics. The locaion service achitedure is
described in sedion IV and sedion V describes the
locdion service aljusting mechanism.

II. Background

When the world-wide network structure is analyzed, the
tendency is to have very high hbandwidths on locd
networks with their nodes densedly conreded, but
interconreded more sparsely by core networks (with
growing hbandwidth available, suppated by techndogies
like WDM and ogicd switches). On such networks, the
bandwidth limitations and retwork delay will probably be
originated on the @re networks, in result of traffic
correlation between locd networks.

The availability of the gplicaions on the network will
depend onthe number and dstribution o the goplication
servers, and onthe “routing” of the gplicdion clients
requests, which must interad with the neaest applicaion
server, using the minimum bandwidth channels at the core
networks. Moreover, the egplicdion servers must be
deployed nea the dients, and their number must be &le to
suppat the dient’s load. Present solutions rely mainly on
sets of dstatic processng servers. Client requests are
balanced using transadion processng monitors with load
balancing fadlities, or routers of IP anycast group
addresses (used for instance to implement replicated
WWW servers [2]), etc. The common Al approach to the
problem is to assgn tasks to procesors (ex. market



oriented techniques [3], advanced contrad net based co-
ordination protocols [4], etc). However, new techndogies
such as mobile ayent systems [5] and adive networks [6]
bring the posshility of creaing and destroying servers in
red-time, at any enabled nock on the network. The mobhile
application servers are aleto colled information about the
network state, and adapt to machine and retwork load
dynamicdly. New co-operation techniques are then
needed, to seled where axd when to crede or destroy
application servers.

A new agorithm for controlling the deployment of
applicaion servers was proposed on [7][8] to ded with
conredionlessclients, which have aomic interadions with
the servers. The agplicaion servers are ale to dedde
when and where they crede new servers, or when they
destroy them by measuring their load, by storing a statistic
map o the dient’s origins, and by running a w-operation
algorithm with their neighbas. Simulation results proved
the dgorithm scdability, with bouned client service
delay. The dgorithm was extended in [9] to handle sesson
oriented client-server interadions, where the dlocaion o
conredion links is also taken into acourt. The quality of
a onredion becomes the fourth asped to take into
consideration to control the deployment of applicaion
servers. Moreover, clients might be relocaed duing a
sesson in result of a nredion quaity of service
violation, originating the migration a replicaion d an
applicaion server.

However, the dgorithm proposed in [7][8][9]
introduces new requirements to the locaion service, which
are not met by most of today’s name services, direcory
services and routing services. Threemain difficulties are:
() high variability introduced by the dynamic deployment

of applicaion servers;

(b) resporsiveness required duing server's overload (the
client must know the availability of new servers
quickly); and

(c) the global scde invaving hllion d nodes, where
almost every gadget might be conneded to the network
and keinvolved in the gplicdions (e.g. Jini techndogy
[10)).

The @plication reme resolution must depend on the

application servers available, and evolve acording to its

distribution, balancing the load on the network acarding
to its distribution. A new locdion service achitedure was
introduced in [1]. It proposed a new information structure,
with enhanced feaures compared to the traditional one

(hierarchicd structure). However, the dynamic mechanism

of its gructure was disabled to focus on aher aspeds. This

paper enhances the achitedure by defining a dynamic
locaion service ontrol algorithm, which co-ordinates the

locdion server's deployment and the disemination o

routing information.

Il . Location Service Characteristics

From the gplication pant of view, the locdion service
ads as an interface between clients and servers, and
between bah clients and servers and the other network
services (e.g. for seleding agent virtual machines). Some
charaderistics where alded to the basic “name resolution”
functiondlity.

Servers register their application spedfying the range in
the network where it must be known. The ranges are
spedfied using a metric provided by the locéion service,
based on geographicd proximity and passbly on retwork
state measurements. For instance a ca parking
information applicetion, used by the vehicles' computer to
seach for freespacesin car parks, would probably restrict
its range to the neighbahood d the servers. Clients
performing a lookupwould céach the nearest servers. The
main advantage of restricting the gplicaion routing
information is the scdability of the locetion service, which
dedswith lessunrecessary global information [1].

When more than ore server registers a name, the
location service balances the resolution d the name using
two dfferent approadces, depending onthe distance to the
servers. Nea the server, the locaion service kegps srver
procesdng cgpadty and load information provided by the
servers (e.g. 30% of occupancy) and wses it when resolving
the name. For higher distances, the location service does
the seledion based exclusively on the “distance” criteria,
or using a roundrobin order, for similar distances.
Therefore, it promotes the usage of locd resources and
reduces the mre network traffic, improving the gplication
scdahility.

Clients may use two aternative lookup modes: a full
lookup which returns a server interface(if available), or a
next step lookup which returns a reference to an
intermediate locaion service interface or to the server,
depending on the distance The second mode suppats
mobile aent clients, which may want to migrate to an
intermediate noce before running the gplicaion[§].

1V. Location Service Architecure

The locaion service was implemented using a distributed
set of locaion servers (L-servers), which form a locaion
network. Conredionless approaches (e.g. based on
roaming scout agents [11]) do nd guarantee alimited
name resolution time for a new name.

The location service was designed to be fault resistant. It
adapts automaticdly to the network structure, to network
partitions and link’'s congestion. A dynamic structure was
adopted, to allow the alaptation d the L-server’s hierarchy
to the state of the network. L-servers are implemented
using mobile aents, and run on the Agent Virtual
Madines (AVM) in peralel with the other applicaion
agents. The mobile gent semantics allows the dynamic
credion, migration and destruction o L-servers. Each
AV M runsalocd objed, the Locd Locaion service Proxy
(LLP), which provides an uriform locd interface to the



locaion service The locdion retwork is dructured ontop
of a LLP network, which defines the neighbahood
relations between AV Ms (seefig. 1). This LLP network is
modified ony by system administrator configuration,
network faults or by the alding a removing d AVMs.
Eadh LLP is associated with a first hierarchicd level L-
server, for pubicizing the locd servers and for searching
for external ones. The LLP monitors the links to its
neighbas and to the L-server, to deted faults. If a
conredion to the L-server is lost (for instance due to a
network partition), a voting algorithm is used to seled an
LLP, which will creae anew L-server. Failures are dso
deted by the L-servers, resulting on an automatic
reconstruction d the locaion retwork on ead o the
network’ s partitions.

L-network
level 2

L-network
level 1

Figure 1: Network Model

Applicaion rames are resolved by performing lookups
through a sequence of L-servers. The routing information
for the seach path is based on service hints. Hints are
either the full applicaion rame (including the server
interface reference) or incomplete information abou the
applicdion (a pointer to an intermediate L-server, a hash
value of the name) just to dred the search to ancther L-
server. The further away from the server the more
incomplete the hint bewmmes. Servers register their
interfaces and rames on the locd LLP, which forwards it
to the locd L-server. The L-server will then dsseminate
service hints to aher L-servers, possbly at various
hierarchicd levels, to crede paths from every L-server on
the requested range. A large range implies the use of
higher levels to aggregate the necessry L-servers. The
rationde is smilar to other padket routing agorithms.
However, a @ordination protocol was introduced, to
dynamicdly control the number of paths avail able between
the L-servers.

The locdion service must provide the information abou
anew server very quickly, to alow clients to start using it.
Consequently, no cades can be used. The dternative of
using retwork-wide cate invaidation would be too
complex and costly. This requirement (of not using cades)
is not spedfic to ou system, but generaly applies to

systems that balance load between replicated servers. For
instance, for the CISCO DistributedDiredor [2] operating
on DNS mode, it is recommended that TTL must be set to
zero. An dternative solution was also proposed at the
GLOBE projed [12]: to cade pointers to L-server's
interface references. However, it may hide anew server,
which appeas neaer the dient, reahable from an L-
server onthe short-circuited seach path.

The locaion retwork does not use apure hierarchicd
structure, where eab L-server is only conreded to lower-
level L-servers or LLPs, and passbly to an upper-level L-
server. On previous experiments [1] we showed that, if no
cades are used, a large percentage of the requests would
read the L-servers at the top Herarchicd levels, creding a
processng bdtleneck that would limit the maximum
number of lookups (e.g. DNS with TTL=0). Even the
solution o having dfferentiated root L-servers gedalized
on a subset of the names [12] may fail becaise the
overloading resulting from a single gplicdion wed by
concurrent milli ons of users might be enoughto overload
the higher-level L-servers.

The locaion retwork is gructured as a mixture of a
meshed and a hierarchicd structure where L-servers at
eadt hierarchicd level interad with some of the others at
that level and (possbly) with ore &ove. Higher
hierarchicd levels aways have incomplete information
abou the available services, to reduce the update rate
nealed. Routing information (service hints) is
disseminated between L-servers horizontaly, at the same
hierarchicd level (posshly at more than ore hierarchicd
level) and erticdly to higher hierarchicd levels.
Horizontal dissemination involves L-servers ending
information packets to their neighbas. The recavers
process the padket, discard the dements within the offer-
list, which are out of range, and forward it to the next L-
server further away from the origin. Simulation results [1]
showed that the st of horizontal dissemination (in
number of messages exchanged) is propationa to the
number of L-servers existing onthe requested range, and
very high compared to the verticd disemination.
However, it can suppat many more dient requests, due to
the aedion o multiple paths using dfferent L-servers,
whereas the dternative (verticd dissemination) credes a
single path through a roat L-server. A threshold for the
maximum number of L-servers was defined to limit the
disemination costs of horizontal hint dissemination. This
value delimits the maximum range, which can be
suppated by ead hierarchicd level (the distance to the
furthest L-server). In consequence for ead application,
the maximum possble hierarchicd level required is
defined by the requested application range.

V. Location Network Control Algorithm

The disemination d service hints and the locaion
network structure ae dynamic and change due to three
fadors: the network-state, the names registered, and the
lookup and registration load. An inter-L-server co-



ordination algorithm is used to guaranteethat the L-servers

are enough to respond to the requests and to keep the

routing information coherent during the internal

modificaions. The dgorithm controls four main locaion

service parameters:

« the horizontal hint dissemination (cdled the “Spread”);

e the range where locd service hints are replicaed on
neighba L-servers (cdled the “Core” range);

« the number of L-serversat ead hierarchica level;

« the number of hierarchicd levels.

Spread. The horizontal dissemination d service hints on
L-servers at lower hierarchicd levels reduces the lookup
load on the L-servers at higher hierarchicd levels. For
instance, in fig. 2, if the L''s read for the ill ustrated
server’s applicaion rame includes L', and L', then L?
only answers to seaches coming from L, or from outside
L?, domain. If no haizontal dissemination were used, then
every client seaching for the gplicaion reme from
outside L*, domain would use L’

Figure 2: Spread parameter

Each L-server controls the horizontal dissemination for the
immediately lower-level L-servers, using Spread Control
Messages. an L-server may send a request to any o its
lower-level L-servers to increment or reduce the spread on
a set of names. Each recever will test its maximum range
and locd load, and may refuse an increase if they are
higher than the maximum values allowed. When a service
hint is first diseminated, no haizontal disemination is
used, except for the maximum hierarchicd level L-server
required by the service hint. At that level, the service hint
is disseminated haizontaly on the server's requested
range. The rationale is to deploy the structure with the
lowest update overhea, yet adapted to the search load.

Core. The replicaion o a service hint on dher L-servers
reduces the lookupload onthe original L-server. Asfig. 3
shows, the lookups will be balanced between L', L*, and
L', However, it aso increments the service updie
overhead. All L-servers on the cre range will disseminate
the replicated service hints as their own. Ancther side
effed is that the server procesing capadty information o
ead individual service hint has to be updated on the L-
servers, to avoid compromising the gplicaion client’s
load belancing.

Each L-server controls its core ranges, but co-ordinates
the modificaions with the neighbas. When an L-server
receves a wre update message, it may refuse to creae a

locd service hint replica (becaise it could arealy be
overloaded). Hence, the operation may fail .

Figure 3: Core parameter

L-server replication. The aedion o extra L-servers at
the same hierarchicd level reduces the lookupload at the
neighba L-servers. However, it will also increment the
service hint update @st onthe locaion retwork, reducethe
maximum range suppated at that hierarchicd level, andin
result, it may posshly creae anew hierarchicd level. This
is © because there will be lesslow level L-servers per L-
server. In consequence, it is used as a last resort to ded
with lookup owerload situations.

Top hierarchical level. The number of hierarchicd levels
on alocaion retwork depends on the ranges requested by
the gplication servers. The maximum requested range
must always be suppated by some of the top herarchicd
level L-servers. A new hierarchicd level is creaed when a
not suppated range is requested (or when a range beames
not suppated due to L-server replication). The downsizing
is performed in the following way: a rocot L-server ceaes
to exist when it is inadive for more than a threshald time
and dces not have any service hints. New hierarchic levels
alow the reduction o adualizaion costs for a restricted
set of names. However, they produce longer resolution
paths and suppat lower lookupload pe&ks.

Load adaptation algorithm. The first three locaion
service parameters are antrolled by a distributed co-
operation algorithm run byall L-servers. L-servers monitor
their locd lookupload (for eatn name), determining if the
lookups were routed from lower level or “nea” neighba
(compared to the average distance of the neighbas) L-
servers (FromDown), or if they were routed from higher
level or “distant” L-servers (FromUp). They read when the
average Load isoutside an allowed variation range.

The aaptation reaction speed depends on the load
measurement. If the dgorithm responds too fast, it may
crede an urstable behavior when the load pettern has ssme
kind d periodic variation, origination a high re
cornfiguration owerhead. Tests were made measuring the
average load on fixed length intervals, and applying
formula (1) (a modified dscrete first order filter to
atenuate the variation d the load measured). The
coefficient ai depends on the last measurement (I oadn)
being higher (aup) or lower (adown) than the previous
average (Loadn-1). The oscillations were avoided by
setting aup greder than adown, thus making the system
respondslowly to load reductions.

(1) Loadn= ai.loadn + (1-ai).Loadn-1



When Loadn is above the MaximumLoadThreshold an L-
server triesto:

1. Incresse the Spread on the lower-level L-servers (if
FromDown);

2. Increaethe Core (if FromUp);

3. Crede an L-server replicaif 1 and 2failed and (Loadn
> “Minimum ReplicaCredion Threshold”).

When Loadn is below the MinimumLoadThreshold an L-
server triesto:

1. Reduce Spread onthe lower-level L-servers,

2. Reduce Core (if the resulting load (propartional to the
modificaion onthe number of replicas) is within the
constraints;

3. Self-destroy if 1 and 2failed and (Loadn < Minimum
Existence Threshaold).

Before self-destroying, an L-server seleds a neighba,
which will receve its lower-level L-servers or LLPs. The
dying L-server (contrador) sends the neighbas a request
for bids, and seleds the L-server, which sent the best bid
(less loaded and reaer). If any o the neighbas is
overloaded, it cancds the self-destruction procedure. As a
final stage, it sends a control message to the lower-level L-
serverg/LL P for modifying their upper-level L-server. The
lookup load originated by the lower-level L-servers is
acounted on further interadions of this agorithm by the
contraded L-server, which increments its locad load
variables.

The locaion service parameters are dso influenced by
applicaion server updates. If a server changes its locaion
frequently, the spread and core parameters will be reset
frequently to zero, and in consequence, the service hint
disemination is almost restricted to the vertica dimension.

Server migration or destruction handling. After server
migration a destruction, L-servers disseminate service hint
updkte padkets to corred the routing information, creding
a cacdlation wave. If an alternative server is known, a
temporary forward-chained pdnter is creded on the
server’slocd L-server. The caicdlation wave can then be
completed as a low priority task, during low load periods,
except on the region o the locaion service where the
server’s load and cgpadty is acounted. The locdion
service dients must store the path of L-servers looked up
When a name lookupreadies a deal end (due to crossng a
cancdlation wave, for instance), the dient must return to a
previous looked upL-server.

L ocation Service Performance

The location service implementation was optimized for
applicaions based on replicaed servers, where pe&ks of
concurrent client requests may occur. It achieves the best
performance when the number of server replicas is high
and servers are uniformly distributed on the network.
Under these drcumstances, service hints are available on
the lower hierarchicd levels, resulting on fast locd
seaches and fast updates.

Nevertheless the eplication adaptation algorithm
requires aso that the locdion system suppat peks of
requests concentrated on a network region. When an
unpredictable large number of clients dart to use the
applicaion and the number of initial servers is low (for
instance one), al the dients from the initial pesk will
concentrate their name resolutions on a single L-server
(where the initia applicaion server registered its
interface. A previous paper [8] showed that for a static
hierarchy locdion server, if the bandwidth is large enough
and the gplicdion server deployment algorithm is used,
the gplicaion bdtlenedk would be the locdion service
The increment of the are parameter and the replicaion o
L-servers alow the locaion serviceto respondto a peek of
requests concentrated onasingle L-server on the network.

The proposed locdion service implementation is less
effedive if static servers (which do na move) use it or if
the name is sached by a diminutive number of clients
(which do na require load balancing). For instance, when
the location service is used for tradking the locaion d a
mobhile objed. The dissemination and the name resolution
overheads are higher under these mndtions. Better
dternative gproaches are the cating o the previous
resolutions, or the assgnment of “home” L-servers for the
resolution o names (e.g. DNS round robin assgnment
[13], uniform resource names [14]). However, these
solutions are not reliable in the cae of a server failure
(because of the cated interfacereferences) or in the cae
of the “home” L-server failure.

Simulation Results. A simulator was developed using the
“Discrete Event” model on the Ptolemy system [15], which
implements the location service protocol. The simulation
presented in this paper compare the name resolution delay
of a dtatic hierarchicd locaion service (withou cades)
and d the dynamic locaion service proposed. All
simulations were conducted with a network of 625 AV Ms,
where eath AVM has an average of 3 conredions to its
neighbas, with a maximum distance of 24 (AVM) hogs.
Three hierarchicd levels were used for the static service
with 125L-server at the first level, five L-servers at the
sewnd level and a single root L-server at the third level.
The dynamic network was initiaized with the same
corfiguration at the beginning d the simulations. The
average time to processlocation servicelookups at ead L-
server is 40 tics and the transmisson time between nodes
was &t to ore tic. Client load was constant (0.0625 rew
name seaches per tic) and symmetricd. Three initial
servers where registered on three AVMs in nrea
symmetricd regions of the network. On the dynamic
network case, L-servers measured the procesor utili zation
time during intervals of 10000and 1000tics, and tested the
average load after ead measuring interval (using 7%% for
oup weight and 50% for oOdown). The Maximum and
Minimum Load Thresholds were respedively 95% and
10%. The graphic of figure 4 shows the evolution duing
the simulations of the aerage name resolution time
measured in intervals of 5000tics.
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Figure 4: Average Name Resolution Timefor a static
location network and for a dynamic location network
with load measurement periods of 10000 ad 1000tics.

On the mndtions smulated, the first level L-servers where
the servers registered the name can deliver the requested
load (they suppat 0.025 queries per tic and the load is
distributed by threeL-servers). However, the static version
is overloaded (the root L-server is overloaded). Both
dynamic locaion services reconfigured by setting a spread
of six AVM hops on three second level L-servers, plus a
temporary core upcete & the locd servers locaion server
(in result of a pes of requests which followed the spread
modificaion and some asymmetry in the distribution). The
dynamic network with the lowest load measurement
interval reads faster, in result of the higher measured load
updete frequency.

Conclusions

The scdability of applicaions on large network is grondy
related to the resporsivenessof the locaion service and its
ability to distribute the load between all the server replices
acording to the network state. This paper presents a
scadable locaion service achitedure, suitable to very large
systems with mobility and the posshility of handing
overload situations. We show that a dynamic structure
based on intelligent L-servers, allows a faster and more
scdable resporse, compared to a static structure (the
simulation provesit). The trade-off is the neal to exchange
information inside the service However, this is not so
criticd becaise gplicaion servers adapt to client load and
most of the relevant lookups tend to be locd.

On-going work includes (a) a thorough study abou the
dynamics of the interadion between the gplicetion
dynamic deployment algorithm and the locaion retwork
adaptation algorithm, and (b) the trade-off between
application server clone aedion and the st of
maintaining consistency of applicaion data (“low-cost”
inter-repli castate synchronizetion techniques).
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