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ABSTRACT

This paper presents a heurigtic approach to the problem of call admisson
control. The algorithm is based on traffic measurements and daes not
guarantee bounded delays or cedl loses. It features very low cdl delay
variation tolerance for CBR traffic and is aware of negatiated, but unused,
bandwidth from users. The algorithm does nat assime any traffic models for
the @lls, so composed traffic models for call admisgon control canna be used
ether. Such algorithms have to be tested by smulation. We smulated several
spedfic controversal cases using real pattern traffic (CBR, real MPEG films,
and typical IP traffic). Different offered loads (per smulation and curing the
same smulations) were used. The algorithm proved to ddliver the same results
as the theoretical approaches (in resped to average cédl delay) but with much
higher network utili zation. It proved to manage well very “ill -behaved” calls
in terms ofourstiness and grain size.

1. INTRODUCTION

The asynchronaus characterigtics of ATM networks, allowing conredions
to vary their bit rate over time, but providing also guarantees for transferring
congtant hit rate, turn the traffic management cortrol into a chalengng
problem. Traffic management cortrol has been approached from various
angles and a common feature of the propcsalsis the guaranteeof the quality of
service (QoS), in terms of delay or cel | ossprobability. Such approaches give
rise to algorithms which are very conservative because they are tuned to the
worst case (which seldom happen). We propose a heurigtic algorithm, fully
based on measurements with the @ncern o both reducing the cél-by-cdl
computation to a minimum and setting a dedsion level for call admisson very
near to thereal traffic. Traffic modelsfor the clls are not required (apart from
remgrizing the digtinction ketween CBR — Congtant Bit Rate, and VBR —
Variable Bit Rate) but smply the mnformance to the token bucket algorithm
(De Prycker 1995, which is hardly a limitation. The higher utili zation d the
network is achieved by relinquishing strong requirements of the bounded delay
for the cdls, athough the average delay is inherently cortrolled by the
measurements and additional methods. One of the nowel features in this
approach is the awarenessof the negatiated but unused bandwidth from users,
that areal network should somehow take into consderationin arder to reserve
some of it for posshle future use. As there are no formal guarantees of quality
of service (endto-end dday) the algorithm canna be mathematically proved
to be mrred. Smulationis, then, the unique tod to test and vali date the main
features of the algorithm. Simulations were performed using real traffic (CBR
cals, MPEG videos and data traffic using an ON-OFF model with typical P
length digtribution). Stress cases were tested with larger parameters for the
data traffic type in order to produce “ill -behaved” traffic which is not handed
efficiently by theoretical based algorithms. All smulations were performed
with very high levels for the traffic load.

Traditional schemes to the traffic control are based on (&) deterministic

approaches (Knightly and Zhang 1995 Knightly et al. 1995, where al cdls
of a conredion are guaranteed to med the promised QoS, posshly invaving
some trade-off s between delay and peak cdl rate; (b) probabili stic approaches
(Abe and Soumiya 1994 Beshai, Kostpaiboon and Yan 1994 Guérin,
Ahmadi and Naghshineh 1991, Hui 1988 Murase et al. 1991), where
methods make use of the datistical multiplexing gain achieving a better
network utili zation; (c) long range dependence, heavy-tailed dstribution and
sdf-amilarity (Georganas 1994 Likhanov, Tsybakov and Georganas 1995,
where gtructural similarities across a very wide range of time scales are
exploited; and (d) measurement based algorithms to feel theoretical models
(Jamin et al. 1995 Saito and Shiomoto 1991, Murase et al. 1991). Although
it ishard to dredly compare smulation results, our smulated average delays
are compatible with the results reported in the best of these studies, and we
achieved a higher switch utili zation with a smpler algorithm for equivalent
conditions.

2. QUEUE SERVICE DISCIPLINE

A design obedive for the queue service discipline was to reduce the cél
delay variationaslow aspossble for CBR traffic. All the other types of traffic
were grouped taking into acoount their senstivenessto cbv. Medium Cbv is
appropriate for real-timelike traffic and unconstrained cDV is giitable for data
traffic. A switch with these daracteristics can hande equally well telephore
like voice onredions, encoded video and bursty data. To achieve this design
objective three queues were created:

© Low cbv queue — used orly for CBR, and featuring a nearly-
constant average delay;

® Medium cDv queue — used for VBR traffic wanting a nearly-
constant average delay and a medium cbv. Callsin this
class have cetain regtrictions to their burgtiness (rate
between peak and average) and gain size (rate between
peak and link bandwidth).

© Unconstrained cDv queue — used for traffic that has no strong
restrictions on delay @pv.

The three queues are pictured in figure 1. The lighter part corresponds to
the working area and the darker area existsto hdd bursts when they happen. It
is assumed that cdls are never lost due to lack of memory. This is feasble
becuse the admisson algorithm works on link capacity and it is assumed that
there will be plenty of memory to drive the link near its full capacity. When
thelink becomesfull, delay will start to riseand callsin queues1 and 2 stop to
be accepted, providing a goodcortrol of the buffer. For queue 3, delay can be

more permissve because there are other flow medhanism to be used (ATM
I

FORUM 1995).

Figure 1 — Cell Service Architecture




The cdl service discipline is the following: queue 1 is ®rved whenever
there are cdl swaiting in the queue; queue 2 is £rved whenever there are cdls
waitingin the queue, and cueue 1 isnat being served; queue 3 is rved onall
other occasions. An extra small feature was tested onthe smulations. Cellsin
queue 1 were deliberately delayed to set their average delay to a Smilar value
as that of queue 2. Applications usng ATM networks will have to live with
drift. Therefore, it could be advantageous to have similar values for delay in
these two queues because it can help the inter-stream synchronization for
multimedia gopli cations when the audio and the video have separate drcuits
(Correla and Pinto 1995 (i.e, smaller synchronization huffers). The
introduction d this delay feature on queue 1 invaves a minor change to the
servicealgorithm. Cellsin queue 1 are only served after a resting time, unless
the number of cdlsin the queueis such that the servicetime of the last one is
already greater than the artificial delay.

With thiskind d service discipline a cetain load on qieue 1 takes ®rvice
time from the other queues and the same happens with queue 2 towards queue
3. A major problem in aur service discipline happens if CBR traffic is
continuoudly being accepted, stealing time from the other queues. We achieve
a balance between the different type of traffic dasses by setting traffic quotas
to configure the behaviour of the switch (e.g., making it more CBR oriented).
The cédl service based on a weighted fair queuing service (Demers, Keshav
and Shenker 1989 introduces a variable delay on CBR cdls because it spends
some time serving nonreal time traffic queues, and the number of queues is
unknown.

3. TRAFFIC MANAGEMENT

Traffic Management has two types of cortrol: preventive cntrol, which is
basically the all admisson control; and reactive cntrol, which tries to solve
problems when call s were already accepted hut traffic behaves differently than
was expected (e.g., less statistical multiplexing gain).

3.1 Call Admission Control

Calls are accepted if the set of condtions had. The mndtions are defined
in tems of the following parameters load measurements; delay
measurements; unmeasured conditions — concepts that cannd be measured
diredly — such as, asessngtheratio o utilization d the network towards the
negotiated contracts; the daracteristics of the @ll (burstinessand gain size);
and statistical multiplexing gain.

The measurements are based on a scheme showed in figure 2.
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Figure 2 — Measurement scheme

There are periods of measurements of M secnds and a larger period
correspondng to n M intervals, called J. Measurements are used to maintain
estimations for peak, P, and average, A, loads, aswell as maximum delays,
b . The same procedure is used for the threequeues: at the end d each M the
queue is measured for load and ddlay. The peak load measured, P, istheratio
between the number of arrived cdlsand M. The average load measured, A, is
the average of P over J. Finally, the maximum delay measured is the longer
durationa cdl experienced to be served during M. The expresson for Pand A
are:

Number _of _arrived _cells_during_ M

The three etimators maintained by the measurements are updated in the
following conditions:

p A D

o within J if the measured | + a the exd o J | ¢ within J if the
vaue is greaer than the regardless of the measured vaue is
current value current value grester  than  the

e a the end d J with the current value
grestest value measured,
regardless of its current
value

« when anew cdl is acepted
for this queue (see 3.1.5

« when a new cdl is
acepted for this
queue (see 3.15
below)

e a the exd d J with
the greaest vaue
measured, regardless
of its current value

below)

With this kind d algorithm, the etimators freezethe worst stuationin a
certain period Jand reasoningis based onthese values when new call swant to
be accepted in the following period J. It is assimed that pdicing medhanisms
prohibit streams to use more bandwidth than the negatiated. This is
particularly important as the algorithm tends to adapt itself to the traffic that
passs. In (Saito and Shiomoto 1991) it is assimed, on the other hand, that
cals can pass the negotiated contract (i.e., there is no pdicing) and hs
measurement based algorithm still adapts to the situation.

Although aur algorithm works on the measured values, the etimators are
not updated at the end d Jif a call is accepted during this interval based on
those values (See3.1.5 below for the updateswhen a call i s accepted). When a
call finishesthe estimators are not updated either. The influenceof the all will
ceaseto exist and will be measured in future intervals. An important feature of
the algarithm isthe daceof valuesfor M and J. If M is snall, the etimators
are more aware of bursts and traffic correlation — the difference between P
and A getshigger leading to a lower utili zation d the link. If M islarge, the
estimators ®e smocther traffic and P gets near to A. Regarding J, if it is
small, P adaptsvery quickly to the real load and can create instability to the
algorithm. If Jislarge, an interval can last long enough to include long range
dependency of certain type of traffic (spedally those generated by the MPEG
algorithm). If J gets even larger the algorithm is snstive to increases on
traffic, but adapts dowly to lighter loads (only after J). The delay estimator is
nat very sengtive to the values of M and J. Larger J just makes delay
estimators to live a little bit longer.

There are two problems as®ciated with measurement based algorithms
which were nat properly covered in the literature. First, a temporary lower
utilization o the network by some sources in regard to what they had
negotiated can producean adaptation d the algorithm if these periods are long
enough (the algorithm assumes that the statistical multi plexing ggin is greater
than it is). When the sources restart to use the network at the negctiated levels,
as they are entitled to, problems with delay and huffers can arise. The
adaptation can hardly be mnsidered a feature, as in (Jamin et al. 1995,
because the network is providing a service and should nd infer other
parameters from the user’s traffic pattern. The seand poblem happens when
the @ll has very strange parameters — very high burstinessandor very high
grain sze If the OFF periods are long enough (greater than J) a similar
adaptation can heppen and the algorithm just forgets that a peak will soon
arrive. The third set of cal admisson condtions are targeted to these
problems.

3.1.1 Implementation of the Algorithm. The switch is configured by six
parameters. The first, called a, is the maximum link utili zation, or load. The
load canna be 100% becuse the delay could increase too much. Our
objedive is to reach loads near 100% but the admisson control algorithm
mugt be set to a lower value. Traffic in queue 3 will fill the remaining
bandwidth if certain condtions are met (see3.1.3 below). The real value of a
is dependent on the traffic dharacterigtics. If the traffic is not very bursty and
its grain sizeis snall then a large value @n be chaosen. If the traffic is very
bursty and its grain sizeis high a lower value is preferable. It is important to
naote that expressons such as “very bursty” “small grain sz€' and the value
for a can orly be meaningful after smulation and field test of the switch. We
have dhasen avalue of 90% for a and the third set of condtionsis resporsible
to avoid the admisson d bursty traffic if the switch is aready very loaded (or
avoid theadmisson d “normal” trafficif bursty call s were accepted and could
need bandwidth).



The next three parameters are the quotas for each queue, (31, B, and Bs.
These parameters are important to prevent traffic from one queue to
excessvely use the switch. When traffic from queue 1 is accepted, the other
queues can suffer longer delays. These quotas can be excealed on ceatain
circumstances (e.g., when the switch has a light load. See 3.1.2 below). This
mechanism of quotas is important because it preserves bandwidth to be used
by daher types of traffic. If such a medhanism did na exist the switch would
invariably rejed calls for other queues if one queue monopdized the switch
making it unsuitable for a large range of traffic types. An oppaite example
happens in (Jamin et al. 1995 were high iority calls are systematically
rejected after a certain value of load.

The last threeparameters are not independent. They are the maximum delay
for the queues. d, is obtained from By, d; is derived from (3; and 3,, and d; is
st to adesired value for maximum delay. There are no actual expressons for
derivation kut only hints from smulations. The values for d; will actually set
the lighter zores for the buffers in figure 1. The meaning o ds is dightly
different from the others becuse there are nat strong commitments in this
gueueds is an indication of the filling level of queue 3.

The negotiated parameters needed to establish a call were adopted from the
ATM Forum standard (ATM FORUM 1995). For CBR traffic the PCR (Peak
Cell Rate) isthe only parameter neaded. For the other two classes the terminal
mugt provide the PCR, the MBS (Maximum Burst Size) and the SCR
(Sugtainable Cell Rate). It is assumed, without loss of generality, that the
streams corform to the Generic Cell Rate Algarithm (GCRA) (De Prycker

Trafficon queue 1 isonly accepted if the situationin its queue and cueue 2
isnormal. Traffic for queue 2 is accepted if stuationin its queue is normal. It
isusdessto test delay in queue 1 because traffic in queue 2 will never disturb
queue 1. Traffic for queue 3 tests only its queue, as well. Queue 3 is never
tested when call s for queues 1 or 2 appear because delay in queue 3 is mainly
used for reactive mntral. Itstrafficis also used to fill the remaining bandwidth
and the maximum delay value eists to prevent buffers from filling up
dangerously.

3.1.4 Unmeasur ed Conditions. High burstinessand/or high gain sze @n
produce traffic with large fluctuations on the number of cdls emitted. The
peaks can be so far apart that an interval J can fit entirdly between them
leading to incorred measurements. Sub-utili zation o the negatiated condti ons
can also lead to wrongmeasures. The problem with burstinessand gain sizeis
that it is more damaging to the buffers and to the delay to have just a few
number of calls with high values for burstinessand gain size than a larger
number of more “well behaved” calls

The algorithm becomes aware that the measurements can be wrong if the

A is reasonably lower than the negatiated average over a period d J (either
becuse of the burdiness or the sub-utilization). This <heme has the
advantage of taking into account the potential problem of bursts in regard to
the measurement interval (J) used for the entire algorithm. I.e,, it is not an
absolute measure of burstiness When A is reasonably lower than the entire
negatiated sustainable cdl rate, a new condtion for the potential real traffic
of the alls hasto be used (asuuming a cetain statistical multiplexing gain).

1995). Assuming this algorithm the maximum number of cells in M, N(M), is Thjsvalue must be somewhere between the values from the expressons above

|:|:| M +rs|:||:| M
Maximum_ number _ of _ cells_in_ M = N(M) < min + §+ -
TS T

where1sisthe burst tolerance T is the average inter-arrival time between two
cdlsand T is the minimum inter-arrival time between two conseautive cdis.
The first expresson is used when M is greater than, or equal to MBS*T,
otherwise the second is used.

The following paragraphs describe how the etimators, configuration
parameters and regatiated parameters are used in the expressons for the all
admission control.

3.1.2 Load M easurements. Thefirst set of condtionsisrelated to the load
measurements. For the first queue (CBR traffic) the following expressons are
used

| N(M)
N(M) H A+ <A
ﬁi+ﬁb+ﬁ’3+ <a O M
M O u]
0 N A A
aol+T>pl 0 Dp,<07d, O By<075dg

The equation onthe left chedksiif the load relative to the maximum number of
cdlsin M can il fit in the overall load of the switch (N(M) is divided by M
becuse the unit of the expresson is load). If it can, then the quota of the
queue, B4, is cheded in a smilar way. If both are valid, the load condtion is
passed with success If B; is excealed then the other queues are chedked for
avail able resources (75% of the maximum delay was used as a threshdd value
during smulation). Although traffic in queue 1 is nat disturbed by the other
queues, the algorithm does not alow the quota to be exceeled unless the
traffic in the other queues has gill some spare “ space’ for their own rew calls.
The expressions for queues 2 and 3 are similar.

3.1.3 Delay Measurements. The rational behind the delay analysis is to
chedk if the maximum delay was experienced during the interval. This
algorithm does not impose a guarantead value for maximum delay and al ows
it to fluctuate in order to maximizethe utili zation d the link. It isimportant to
naote that the average delay will be much smaller (seesedion4). The ejuations
for the delay are the following:

First queue; '51 <d O |52 <d, Second queue: |52 <dy Third queue: 53 <dg

and the peak values of the @lls. Onceagain, theinterval M is used to provide
a dependency to the measured unit and N(M) gives an indication d the worse
case in terms of burgtinessand gain sze We mnsidered a difference of 10%
on the load of any queue (measured versus average) to becme aware of a
problem in the measurements, and the top valae foff the negotiated SCR.
TR, R
> -A >01 )3
Link Link
When this happens, £, in the load expresson above is replaced by B the

sum of the load of each call
ff = 3 Potential _real _traffic

<a

Asthis expresson isonly valid if the measuresfail, its sope of utili zation
is nat so important for the algorithm, i.e,, in namal circumstances the real
measures are an indcation d the load on the switch. During these spedal
cases it is better to fail by being conservative than the other way around. The
potential real traffic of each call is given by

YY)

a— if M >MBS*T

M

b Oy 10 mes*T U
+B———B*—D it M<MBS*T
s M T MBS*T+TS+1'SD

The idea behind the expresson is to derive an equivalent ON-OFF stream
from the negatiated parameters and assime that during the ON periods the all
is transmitting at peak rate followed by a sufficiently long OFF period to
conform to the average. The upper expresson is used when the duration d the
ONsis snaller than M (thereis at least ore burst followed by some portion o
an OFF periodinsde M). If the duration d the ONsisbigger than M then N(M)
represents the PCR of the mnredion, and the etimation could be very
conservative (spedally if the all isbursty). So, in this case, we try to measure
how far apart the bursts are. We add the diff erence between the peak load and
the mean load weighted by the frequency of the burgt, to the mean load o the
connection.

3.1.5 Acceptance of a Call. When the parameters of a new call make the
various expressons valid, then the all is acceted and the estimators of the
peak and average load are updated using the worst cases (It is assuumed that
the new call starts with a peak):



N(M) , CR
i i A=A H
M Link
The following J intervals will measure the real effects of the new call.

3.2 Reactive Control

Reactive ontrol isused when call s were accepted but the measures indicate
aviolation d the mnfiguration parameters (basically the delays). It can have
various reasons. For queue 1, a long dday means that there is a strange
correlation amongthe cdls. For queue 2, maximum delay can be large due to
bursts or correlation d bursts. The limitation d the burtinessof the @lls for
this queue, stated abowe, hasto dowith this mechanism. If queue 2 rejeds very
“ill -behaved” calls then ¢, is a good indication d the load. Otherwise, d,
would start triggering problems just because of bursts. For queue 3 the ATM
Forum has standardized the rate flow medanism of ABR (Avail able Bit Rate)
(ATM FORUM 1995 It isthen passble to dow down some @llsin aorder to
keep the delay within the configuration bainds (remember that the estimator is
the maximum delay and the average delay is sgnificantly lower). The
configuration parameter d; could be set at such aleve to let the delay increase
in order to use the link in a more store and forward way. No reactive @ntrol
was used in the simulations.

4. PERFORMANCE ANALYSIS

In ader to prove the suitability of our approach and aso to study the
impact of cetain condtions on the performance of our algorithm, a set of
smulations was performed. For that, we developed an ATM network model
which consists of a given number of terminal multiplexers conreded to a
switch as depicted in Figure 3.

=

Figure 3 — Multiplexers and switch configuration

In this model, we have mnsidered an 8x8 nonblocking switch with autput
buffering. The incoming and aitgaing links have a capacity of 155 Mbit/s.
Each inlet is fed with a stream of cdls coming from a multiplexer. With this
corfigurationit is posshle to accommodate a large number of conredionsinto
a singe inlet, enforcing the token bucket filter and allowing a very flexible
loading pattern.

To represent the traffic of the different type of calls, models for CBR and
ON-OFF were used and real MPEG films were used for VBR. The CBR used a
deterministic model and the ON-OFF was composed by threeON states and ore
OFF state, with geometric distributions and ketch arrivals (Bonami et al. 1994
Kontovassilis;Tsiligaridis andStassinopoulos 1995).

Before each smulation starts the time of arrivals and departs for each type
of calls is generated based onan exporential distribution. The chaice of the
mean time between arrivals and the mean duration d callsis calculated by the
mean load weight of a call and the load we want to oltain (called p). The basic
set of characteristics for each type of cal is CBR (64 Kbps, 424 Kbps, 1.6
Mbps); MPEG (21 films), ON-OFF (404 Kbps, 809Kbps, 2 Mbps). This st was
used in all smulations but the one in sedion 4.2.3 where extra “ill -behaved”
ON-OFF sources were added. All ON-OFF call s have burstinessof 2. During the
simulation, when a call is due to begin, two dedsions are made randamly: its
characteristics and the multiplexer it will use. The all is then targeted to
outlet 1, to simplify the simulations.

The purpose of the CBR call s was to represent plain telephore @ls, video
conferences and CBR films; real VBR MPEG films were avail able and ore of
a set of 21 is chosen randamly; different parameters were chosen for data
traffic calls (with some extra in section 4.2.3), as stated above.

All smulation runs have a sufficient long diration to yield statistical
significant results enhanced by the redlization d a warm up period during
which no olservations are mlleded. In the next sedions we present 2 different
types of smulation results. The first one relates to the performance of the
queue servicediscipline whereas the seaond ore addresses the behaviour of the
Call Admission Control.

4.1 Queue Service

The main gaal of this st of smulations is to show the behaviour of the
queue service discipline when the enforced delay mechanism for queue 1 cdls
isactive. This happens when a significant part of the load is conveyed through
the queue 2 and tries to replicate a stuation where typicaly multimedia
conredions are invdved. To achieve this, the system was tested under high
loads and experiencing Hghly unbalanced condtions regarding the traffic
distribution through the 3 queues of the outlet 1 (Figure 3).

These smulations were ran for 4 different load values: p=0.6, p=0.7, p=0.8
and p=0.9 with aload dstribution d : p;=25%, p,=65% and p;=10%. During
these smulations, we tagged ore of the several multimedia conredions (a
CBR and an MPEG film) and olserved the delay performance of its
comporentsfor aperiod d 100secnds. Figure 4 shows the delay experienced
by audio and video comporents in queues 1 and 2 respedively, for the

different load values.
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Figure 4 - Cell service discipline

It is clear from the figure that two types of behaviour are observed for the
delay pattern o queue 1: for p=0.6 and p=0.8 the pattern apparently shows no
influence from the cdl delay in queue 2, apart from the induced delay,
whereas for p=0.7 and p=0.9 the pattern dsplays ®veral spikes due to the
influence of queue 2. The eplanation for this kind d behaviour is the
following: during each measurement window J, the average delay (for all
cals) of queue 2 is measured. This delay, in cdl dots, is computed as an
integer number. For p=0.6 the measured delay is gable throughaut the
observation period shown (equal to 1 cel dot). The same situation acours for
p=0.8 but now with a2 cel dot delay (therefore, the average delay for queue
1is 2 cdl dots). However, as the delay in queue 2 approaches an integer
number boundary, the enforced delay medhanism becmes unstable. This
happened for p=0.7 and p=0.9 where the delay in queue 1 varies rapidly each
time the delay in queue 2 crosses the integer threshdd. Note however that the
magnitude of such variation does not exceed 1 cell slot.

Figure 5 shows the histogram of the cdl delay in queue 1 and 2 for loads
ranging from 0.6 to 0.9. They are representative of how the delays are
digtributed and hav much CDV can be expeded. It is clearly observed that
queue 2 exhibits the major delay variations whereas queue 1 only shows a
dight spreading o its cell delays. However, for p=0.7and p=0.9 the variation
of cdl delay increases and the delay disperson around the average value is
quite naticeable. Nevertheless if we mmpute the 95" percentile for all the
histograms, the maximum dispersion is about 4 cdls for queue 1 and about 7
cdls for queue 2. These values represent a small variation spedally when



compared with the @rrespondng median which is of 3 cdls for bath cases.
This means that a passble value for the peak delay is nat more than 4 cdls
dotsaway from the central value of the delay digtributionin the @se of queue
2 and not more than 1 cell slot in the case of queue 1.
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Figure 5 - Distribution of the delays in queue 1 and 2 for different offered
loads.

4.2 Traffic Management

The smulations described below correspond to five different stuations a
switch can be cnfronted to. The first Stuation hghlights the resporse of the
algorithm to sudden variations of the load dfered to the switch with spedal
emphasis on the algorithm tracking performance The semndsituation refleds
the @se when the sources negatiate more bandwidth than they will use during
the lifetime of the mnredion (only the sources for queues 2 and 3 are over-
negatiated). The third situation covers the @se of sources with high gain-size
and burgtiness which can produce ongestion in the network. The fourth
simulation results sow the behaviour of the algorithm when the offered load
represents a higher value than the system can carry. Finally, the last ore
depicts the resporse of the Call Admisson Control mechanism to unbalanced
traffic condtions and particularly the impact on the @l rejedion rate and
delay performance.

4.2.1 Load Variation Tracking. The smulation model was driven with a
load o p=0.7 evenly distributed through all the queues. In arder to verify the
tracking performance of the algorithm, ON-OFF periods characterize the overall
cal generation pofile. Each ON period with a duration d 10 minutes is
followed by an OFF period with the same duration. During ON periods, calls
with an average duration d 5 minutes were randamly generated whereas no
call generation takes place during the OFF periods. The a was 0.9, al 3; were
0.3, d was 10, ¢=20 and g=50.

An owerall time of 50 minutes was smulated. Figure 6 shows two detail s of

the smulation results where the average load estimator A and the peak load
estimatorp are represented.
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AsFigure 6 depicts, the variations on the offered load are smocthly tracked
by the average load estimator. The degreeof tracking is, of course, dependent
of window size J. Addtionally, the two estimators react in resporee to ether

increases or deaeases on the load dfered to the switch. When the load
increases, the peak |oad estimator immediately followsthisvariationwhileit is
accompanied bythe average load estimator in a more smocth way. However, a
load deaeasingishanded more mnservatively which is denoted by the dower
updating d the load estimators. This is due to the fact that, after each new
accepted call, the value of A and P are immediately updated with the
negotiated parameters (P isupdated asif the cll starts with the peak traffic).
When nocall arrives but the traffic has a burst, P hangs to the maximum
value. For the descending part, both in the ase of a call tear-down (there are
no updates) or inthe @ase of adeaease ontheload, P gets snaller only if the
traffic features no spikes during an J.

4.2.2 Unused Negotiated Bandwidth. In this smulation the mode was
driven with: p=1.02, p;=0.29, p, =0.3, ps=0.43, a=0.9, B;=0/3, B,=a/3,
Bs=a/3, and d=10, d,=20, d;=50. The warm up period consdered was 500
semnds. The overall negatiated dfered traffic is higher than the switch
capacity, and the @nredions for queue 2 and 3 will always negatiate a value
superior to what they will actually send. Figure 7(a) shows the distribution
calls per queue. Each call had 5 secnds for the mean between arrivals and

300 seconds for the mean duration. This gives a mean of 60 calls per queue.

Figure 7(b) represents the difference between the average load estimator A
(lowest line), the sum of the SCR (midde line), and the euivalent load
(patential real traffic) for queue 3, during the whde smulation. It can be seen
the more mnservative value of the patential real traffic when the measures are
not trustworthy. Queue 2 has a smilar pattern to queue 3 and is not showed.
For queue 1, all curves converge in ore, since the sources are deterministic
and the negotiated parameters represent the load really sent.
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Figure 8(a) shows the total load for all queues with the total SCR and the
total peak load estimator, P, plotted. It is ®en that the sum of al SCR (the
negotiated bandwidth) never excealed a, which is a condtion d our
algorithm. Finally, figure 8(b) shows the actual number of calls accepted
(figure 7(a) referred to the number of call soffered). A comparison tetween the
two figures sows that there were some rgjeded call s for queue 2 and 3, even
for load levels below the quota. The reason for that was the fact that the
measures have fail ed, and the more mnservative value for the used bandwidth
was considered. The expresson led to a value greater than a. This procedure
recalls the negotiated parameters and tries to protect the current users.
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4.2.3 High Bursty and Grain Size Sour ces. To smulate high bursty calls
the model was driven with: p=0.9, p;=0.3, p, =0.3, ps=0.3, 0=0.9, (3;=0.3,
32=0.3, B5=0.3, and d=10, d,=30, d;=100. Notice that the values d; were
changed from the ones in the previous smulations (see Conclusions). The
warm up period consdered was 500 semnds. The ON-OFF calls were
augmented with two extra calls: one with 5 Mbits/s of mean traffic and the
other with 10 Mbits/s. The burstinessof all these @lls remained equal to 2.
We have also permitted ON-OFF conredions in queue 2, with a probability of
25%. The offered loag, was equal to the switch capacity.



Figure 9 (a) exhibits the overall peak load estimator and average etimator,
aswell astheindvidual peak load estimators for each queue. The difference
between the peak and average load estimatorsis very narrow and the lines are
almogt coincident. For the indvidual queue linesit is visble the dfed of the
bursty calls on queues 2 and 3 (lighter lines in the figure).

Figures 9 (b) and (c) indicate the variation d the maximum delay estimator
for each queue. The results have shown that queue 3 can suffer long ddays,
when "ill -behaved" conredions are mnsidered, even when the @ndtions of
the @l admisson control are satisfied. The mmplete algorithm would require
an action from the reactive cntrol in arder to reducethe delays. Even without
it, maximum delaysin queue 3 are nat dramatic. Cellsin queue 2 do nd suffer
s0long ddays becauseits ®rvice priority is higher but the 25% of the ON-OFF
traffic isnaticeable. In terms of violation d the maximum delay, queue 1 was
always below. Queue 2 had some loaded periods where the delay never pass
30. Queue 3 had some periods with maximum delay over 100. During the
stress periods the average delay for queue 2 was 2 cell slots.
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Figures 10 (&), (b) and (c) show the number of call s offered and rejeded per
type of calls (the third figure has all the data call s even if some went to queue
2). Rgedions ocaurred during the more stres®d periods. Queues 1 and 2
suffered the most. The main reason for rgedions was the traffic type quota
becuse the mndtionson dday were nat met. Rgedions for queue 3 were due
to the delay on the queue and nd its quota (if the ABR control scheme was
active more alls would have been accepted because the existent ones would
deaease their hit rate). A minor number was regeded because the switch
capacity, o, was exceeled. If the values of d; were not changed from the values
of the previous simulations, more calls would have been rejected.
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424 Heavy Load Conditions. In the @se of heavy load, the same
configuration parameters for the switch as those in sedion 4.2.3 have been
used. The offered load haed dfferent ON periods as depicted in figure 11(a).
The ON periodstogded between 1 and 0.7 and the load dstribution per queues
was the same. Figure 11(a) plots the total load transported (peak load
esimator) and the individual peak load per queue. The lines are much
smocther than in the previous case as the @lls are more “well-behaved”. The
aggregated value remains just below a when the ON period hesload 1 due to
rejedions. Figure 11 (b) and (c) show the maximum delay for the three
queues. It isinteresting to seethat the valuesfor queue 2 are higher than in the
previous smulations and the values for queue 3 are lower. The higher values
for queue 2 were due to higher offered traffic and some alls were accepted
over itsload quota. Anather reasonis the highload in queue 1 (it reaches 0.4
at near 600 sewnds) inducing hgher delays in the system. The lower
maximum delays for queue 3 were a consequence of the dharacterigtics of the
calls (more “well-behaved”). The violations for queue 3 were much fewer than
for the previous case. This result is interesting because under stronger
condtions of load the switch reacts better and the @ll admisson plase is
sufficient to drive the switch smoathly. In the previous smulation, the “ill -
behaved” calls pased the @ll admisson control and cause some problems
afterwards
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Rejedions happened for all queues and were cused mainly by an excess of
the overall quota (during the stressperiods). As we used the same values for
the maximum delay asin the previous smulation, there were no rejedions due
to the delay. However, this fact could orly be possble due to the nicdy
balanced dfered traffic. If it was not so, the queue with the most traffic load
would owerpassits load quota without problems because the delay condtions
in the algorithm would always validate the all. If the Stuation persisted
different delays would be fet for the lower priority queues and the switch
could be working under the optimal load conditions.

4.2.5 Unbalanced Traffic Conditions. Finaly, the last smulation is, in
fact, composed of two dfferent traffic profiles both with an owerall load value



of p=0.8. Thefirg traffic profil e uses the following load dstribution: p;=p/4;
P2=pI2; ps=p/4; thisprofileis smilar to the one described in sedion 4.1. In the
secndtraffic profil e we swapped the load distribution between queue 1 and 2,
to verify if a different load characteristic (CBR contributes now significantly

One of the main characterigtics of the algorithm is its awareness of unused
bandwidth or the existenceof high tursts. This approach seemsinevitable to a
commercial network and das nat reserve too much bandwidth. The cdl

to the total load) could modify the delay performance and the load accepted Service discipline seems highly adjusted to the traffic dass defined, as the

In addition, the maximum delay values and the load quotas were dasen so
that smilar condtions could be achieved in bah cases. The quotas chasen

simulations proved. Thereisanatural balancebetween the existent classes and
the objective of a very low CDV for the CBR traffic was achieved.

were derived from the simulation of section 4.1 and have the following values: The @rfiguration perameters are esential for a good utilization d the

profile 1
«profile 2

=8, =25, 4=70 B;=0.225,3,=0.45,3:=0.225
=12, 3=35, 4=70 P;=0.45,3,=0.225 3:=0.225

The smulation results, represented as the maximum delay experienced by
the cdlsin each queue, in each measurement interval, are shown in Figures 12
(a) and 12 (b), for profiles 1 and 2, respedively. The load graphics are smilar
to what one would expect and are not shown.
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The first conclusonthat can be drawn from the figures is that the seledion
of appropriate delay values for each profile is of paramount importance as
wrong prameters could lead to significant call rgjedion due to delay quota
exceealed stuations. If for example, we have chaosen, for profile 2, a value for
d, equal to the one used in profile 1, a nonnegligible @l rejedion rate would
have been found. As the delay performance of queue 2 is not only dependent
on the fraction d load handed by this queue but is also related with the load
offered to queue 1, one @n conclude that the chace of d, is diredly related
with p; andp, and, hence, witB; andf3,.

The semndconclusion hesto dowith the behaviour of the queue 2 delay in
the figures $1own — queue 2 experience more maximum delay in profile 2 and
the maximum delay for queue 3 isless sable. Since the average total |oad for
queue 1 and 2 isthe same (75% of the total |oad), one would exped to otserve
lower delays for the queue 2 for profile 2 asthe trafficin queue 2 islower. The
first answer isthat the delays in the graphics are the maximum delays. When
thetrafficin queue 1 isgreater, cdlsin queue 2 see cdisin queue 1 very often.
Trafficin queue 2 is eminently bursty and it will be served at a lower pacein
profile 2. When more than ore burst arrive at the same time, the delay
increases much morethan in profile 1. In the latter caseit islikely that the low
utili zation o queue 1 will i mprove the service of queue 2 draining the bursts
quicker. In terms of accepted cals and load, bath profiles (with the
configuration parameters as they were) performed equally.

5. CONCLUSIONS

Themain concluson d this paper is the achievement of a higher utili zation
of the network dueto a relaxation onthe guarantees of QoS. Simulations have
shown that the quality of service obtained is high so the relaxation smply

moved away the excessive conservative nature of the theoretical approache

A measurement based method with some @nservative adjustments can be
the ideal solution for the @ll admisson cortrol in ATM networks, because it
isnot dependent onthe mnrediontraffic characterigtics (making it future-safe
for the new services, such as ATM intends to be); it is very smple with a
sraightforward implementation; and can provide answersto new callswithin a
very short time. Measurement based algorithms work better when there are
multiple @lls. The requirement of high retwork utili zation fits entirely the
characteristics, so the approach istuned with the problem. When the utili zation
is low, some erors might occur but it is nat critical as the resources are
available.

network. To achieve the best utili zation passble the load quotas must be tuned
to the percentage of the traffic types the switch is gaing to hande. Concerning
the maximum delays, the main factors to take into consderation are the
burstinessof thetraffic (spedally for d;) and the balance of the traffic types. If
CBR traffic is going to be the major type of traffic, d, and ¢ should have
slightly greater values.

In terms of further work there are some interesting areas to explore. We did
nat smulate the algorithm exhaustively. Important issues are the cmnsideration
of an entire network and seehow bursts in ore switch propagate through the
network.

A thorough study o the ABR reactive @ntrol on cueue 3, including its
latency over the network is also an important issie. The digtinction d service
clases between ABR and UBR could aso lead to a clearer definition d the
reactive control queue 3.
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