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Abstract

This paper describes a hierarchicd architedure of adive
palicies that performs the management of a differentiated
services network to provide the best posdble quality of
service to users and help fulfilli ng service level agreements
with minimum costs to the service provider.

I. INTRODUCTION

The highly  competitive field of  providing
telecmmunication and retwork servicesto users calsfor the
use of advanced nretwork and systems management
techniques. These techniques foud dyremicdly optimize
every asped of the euipment and services involved to
provide the best possble quality of service to users. This
quality might even be formalized through a Service Level
Agreament (SLA) between provider and users.

This paper describes a hierarchicd architedure of adive
padlicies that performs the management of a differentiated
services (Diff Serv) [1] network to attain the gorementioned
objedives.

Active pdlicies are adive objeds with internal state and a
set of operations, spedalized onmanaging a cetain problem
over a subpart of the network [2]. The mndtions they take
cae of are formalized on a contract to the entity that
launched the pdlicy. While working, the adive palicies make
the aurrent status of their adivity available through
management quality of service parameters that provide an
indicaion d how well they are performing their task.

The results presented in this paper were obtained with
VINT projed’s network simulator [3], with a modified
verson d DiffServ patches [4], for the 15-node network of
[7]. The results show that the use of adive palicies improves
the service offered to users, by constantly adapting to the
network state, and helping to fulfill service level agreaments
with minimum costs to the service provider.

The next sedion describes the system architedure with a
brief description o the pdlicies. The following sedion
provides detail s abou the most important adive pdlicies, and
the correspondng simulation results. The final sedion daws
some anclusions and raises further work topics.

II. SYSTEM ARCHITECTURE
Figure 1 shows the adive palicies deployed and how they
are related to ead ather. The different levels correspond to
different abstradion levels, allowing a refinement of the
quality requirements.

At the Equipment abstradion level, the traffic dassweight
management policy dynamicdly adjusts the relative weights
of eahh o the DiffServ traffic dasss on ead device
individually. This policy’s contrad is that the quality of
service (QoS) (delay, jitter, throughpu) is the best for the
Expedited Forwarding (EF) class[5], followed by the higher
priority Asaured Forwarding (AF) class[6], and the worst for
the Best Effort (BE) class This pdlicy also manages out-of-
profile AF padket discad to help prevent line overload.
Presently, only one AF class AF1, isbeing used.
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The Network level is sub-divided in two sub-levels to ease
implementation and improve scdability. The Sub-network
level pdicies are resporsible for a cetain region, and the
network level palicies ad over the set of all the regions. The
network is divided in several regions to improve
geographicd independence and reduce management traffic.



The contract a the Network level is to maintain
connectivity between all nodes with no packet loss on the EF
class, and very low packet loss for inside-profile AF packets.

The extra line management policies presented in [7] are
responsible for managing the activation of backup lines
whenever there is aline failure or line overload that causes a
local QoS degradation. The sub-network level version deals
with problems within aregion, and the network level version
deals with problems that affect more than one region.

The line bandwidth management policy dynamically
adjusts each network core line bandwidth to maintain the
required QoS for each individua line. It assumes that the
service provider has high capacity lines in the network core
that are shared between voice and several data networks, so
that the bandwidth reserved for the DiffServ network can be
modified as needed within certain limits.

The admission control policies evaluate the network load to
determine where and when further connections can be
allowed into the AF traffic class without degrading the QoS
that should be provided by the network, even when the
bandwidth can not be further increased. The EF traffic class
uses a bandwidth broker for admission control, and the BE
class always accepts all connections.

Going up one level, at the Service level, the contract is to
ensure the negotiated throughput and average delays in the
EF and AF classes, and to maximize service availability
reducing connection refusals.

The PHB mapping management policy controls the local
mapping of the different user application traffic typesinto the
DiffServ traffic classes (or per-hop-behavior, PHB). This
mapping can be changed to reduce connection admission
refusals, or reduce load in overload situations.

The SLA management policy monitors the end-to-end QoS
being obtained by the users. If the QoS is not satisfactory,
even in spite of the lower level efforts, this policy adjusts
lower level policy parameters to optimize performance and
enforce the SLAs.

Finally, the planning policy at the Business Process level
performs long term adjustments in lower level policy
parameters to improve SLA enforcement.

[1l. ACTIVE POLICIES
A. Line Bandwidth Management

The line bandwidth management active policies are local to
each core line. Each policy caculates an interna
management QoS parameter to account for line load as
follows:

QoS = EFpacketDiscard + AFinProfilePacketDiscard +

+ EFqueuelength * 3/ EFqueueSze +
+ AFqueuelength * 4/ AFqueueSze (D]

The QoS vaue is larger as the queue length increases, or
packets that should not be lost are discarded. The AF queue
uses a random early detection (RED) mechanism with in/out
profile bit [8]. The RED thresholds are configured so that the
QoS value due to the AF queue size is on average 0.5 when

out-of -profile packets start being discarded, 1.0 when all out-
of-profile AF packets are discarded and in-profile packets
start to be discarded, 2.0 when all AF packets are discarded.
The use of the instantaneous queue length instead of the
average queue length ensures a faster response.

The line bandwidth is adjusted between 2 Mbps and 30
Mbps according to figure 2 thresholds at 25 ms intervals. If
the QoS is below 0.4, the bandwidth is decreased by 0.5
Mbps. If the QoS is between 1.0 and 1.5, the bandwidth is
increased by 1 Mbps. If the QoS is between 1.5 and 2.5, the
bandwidth is doubled, and if the QoS is above 2.5, the
bandwidth is set to 30 Mbps. If it is not possible to further
increase the bandwidth, an overload notification is generated.
The network uses shortest path first routing. If QoS routing
was used, the update interval could be increased.
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Fig. 2 Line bandwidth management policy operation
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Fig. 3 Average core bandwidth and AF Delay
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Figure 3 shows the average bandwidth for the core lines as
a result of using this active policy for different network
loads. This situation is compared with the case where the line
bandwidth is fixed at 10 Mbps. For 10 Mbps lines, the
network is fully loaded with about 15 connections per access
node, or point of presence (PoP). The network was tested
with much larger loads to analyze its overload behavior. The
active policy continuously adapts the bandwidth so that the
average bandwidth is much lower than in the constant
bandwidth case, resulting in lower costs for the service
provider.

Whether this active policy is used or not, a bandwidth
broker is used for access control for the EF and AF classes.
The simulations showed no packet loss for EF, or in-profile
AF traffic. The disadvantage of decreasing the bandwidth



with this active policy is that packet delay increases as shown
in figure 3 for the AF case, which also causes smaller out-of-
profile AF throughpuit.

B. Dynamic Quotas Connection Admission Control

The dynamic quotas connection admission control active
policies are local to each PoP where users connect, replacing
the bandwidth broker for the AF class. Each policy calculates
an internal management QoS parameter to account for line
load as follows:

QoS = AFinProfilePacketDiscard + 4 * max (

averageAFincomingQueueleng,
averageAFoutgoingQueueleng ) / AFqueueSize (2)

The QoS value is larger as queue length increases, or
packets that should not be lost are discarded. The maximum
number of connections admitted is adjusted according to the
thresholds of figure 4 at 1 second intervals, with a minimum
equal to the value used for the bandwidth broker case. If the
QoS is below 0.25, one further connection may be admitted.
If it is between 0.25 and 0.75, no further connections are
admitted. If the QoS is larger than 0.75, when a connection
finishes, it is not replaced by a new one.
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Fig. 4 Connection admission control policy operation
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Fig. 5 AF class average traffic and throughput

The connection admission control active policy at the
network level only acts by temporarily suspending new AF
connection admissions in overload situations, propagating
this command to the sub-network level connection admission
control active policies.

Figure 5 shows the average number of clients and the
average throughput for the AF class with and without the use

of this active policy. As can be seen from these graphics, the
bandwidth broker limits the connections admitted for the AF
class to 4.1 on average per PoP, while the active policy
allows more connections as load increases. For this
simulation every user requested a 64 Kbps connection. The
throughput graphic shows that this rate is guaranteed in both
cases, but less out-of-profile traffic goes through, as load
increases, especially in the active policy case.

For the service provider, this active policy saves money as
more connections are admitted and the requested rate is still
assured.

C. PHB Mapping Management

Traffic is mapped into the available traffic classes
according to rules configured into packet classifiers. If the
required classisfull, the connection is established in the next
available class. The PHB mapping management active
policies are local to each PoP, selecting the most important
connections that can use the higher priority traffic classes,
and downgrading the least important ones, according to the
network load.

Table 1 shows four possible restriction rules. Rule 1 makes
no restriction. Rule 2 forces FTP traffic to use the BE class.
Rule 3 additionally stops HTTP traffic from using the EF
class. Finally rule 4 forces FTP and HTTP traffic to use the
BE class, and only alows CBR traffic to use the EF class.
Each rule further restricts the types of traffic that can use the
higher priority traffic classes.

Table 1 PHB mapping restriction rules

Application Rule 1 Rule 2 Rule 3 Rule4
Telnet EF AFBE | EFAFBE | EF AFBE AF BE
CBR EF AFBE | EFAFBE | EF AFBE | EF AFBE
OnOff EF AFBE | EFAFBE | EF AFBE AF BE
HTTP EF AFBE | EFAFBE AF BE BE
FTP EF AF BE BE BE BE
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Fig. 6 Fraction of downgraded connections

The PHB mapping management active policies monitor the
downgraded EF and AF connections. They change the rule in
thedirection1 - 2 - 3 - 4 each time a connection has the
requested class downgraded. Additionally, they change the
rule in the direction 4 - 3 - 2 - 1 each time ten
connections do not have the requested class downgraded.



Figure 6 shows the fradion d downgraded conredions
with and withou this adive pdlicy for the EF and AF traffic
for increased client load. These graphics show that this padlicy
can dignificantly reduce the number of downgraded
conredions for the mnredions that were seleded to use the
higher priority traffic dasses. Thisis achieved by seleding a
different mapping that keeps only the most important
conredionsin the higher priority traffic dases.

D. SLA Management

The SLA management adive policy works over the global
network to help fulfill SLA agreements. This policy monitors
the end to end delays for the EF and AF traffic dasses every
seoond ading when these delays approach the SLA, by
adjusting lower level pdlicy parameters:

+ In the traffic dass weight management adive pdlicy,
lowering ou-of-profile AF RED thresholds. This
increases out-of- profil e packet drop.

« In the line bandwidth management adive pdlicy,
increasing line bandwidth.

+ In the extra line management adive palicy, adivating
extralines.

+ In the conredion admisdon corntrol adive pdicy,
deaeasing the maximum number of admitted
conredionsfor the AF class

Figure 7 shows the average delays and core bandwidth
obtained with an SLA(delayEF) of 60 ms, an SLA(delayAF)
of 120 ms, and al pdlicies up to the service level operating.
These results sow it is possble to enforce the SLAs with
some eror, still using a reduced bandwidth, which means
reduced costs to the service provider. The BE class gets the
remaining retwork resources.
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Fig. 7 Average delay and core bandwidth

Figure 8 showsthe average traffic caried in the EF and AF
traffic dasses for increesed loads. For light loads (less than
15 clients per PoP), the network is not fully loaded, causing
both situations to look similar. For larger loads, the adive
padlicies lines in the graphics show the simultaneous effed of
the PHB mapping adive pdlicies that reducethe load off ered
to bah classes, and the mnredion admisgon control adive
palicies that allow additiona conredions to be acceted for
the AF class

It can be mncluded that the cmbination d &l the adive
policies allows offering an improved quality of service to
users by fulfilli ng the diff erent abstradion levels' contrads.
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Fig. 8 Average EF and AF traffic

These simulations were repeded for three alditional pairs
of SLA(delayEF) and S_LA(delayAF), as siown in table 2. The
maximum average delay, regardlessof the load, for eat case
isameasure of the QoS being provided to users. The average
bandwidth is a measure of the st to the service provider.

These results dow that it is posshble to enforce diff erent
SLAs within certain ranges. The first case shows average
delays that are 25% of the SLA values. The next two cases
have &ou 10% error. For the last case, the average delays
are &owve the SLA, due to the importance of propagation
delays. In general terms, as the maximum delays impaosed are
lowered, the bandwidth reeded neturaly increases. This
increase is very substantial if the SLA can nd be met, asin
the last case. Note that the value excealds 30 Mbps because
extra lines were used and a @rredion fador was acourned
for.

Table 2 Bandwidth and delays with the SLA palicy

SLA SA Max Max Average
(delayEF) | (delayAF) | delayEF | delayAF | Bandwidth
200ms 800ms 754ms | 2090ms | 3.186Mbps
60 ms 120ms 56.4ms | 1049 ms | 2.921Mbps
40ms 70ms 455ms | 644 ms | 6.738Mbps
25ms 30ms 389ms | 39.6ms | 35537Mbps
E. Planning

The planning adive pdicy adjusts the SLAs of the SLA
management adive palicy to oktain better long-term results.

Both S_A(delayEF) and SLA(delayAF) are modified by an
integral feedbad system given bythe equation:

SLA(n) = SLA(n-1) + K [SLArequired - delay(n)] 3)



where n is the sampling interval, K is the integrator gain,
set to 0.25, to make dlight changes in the SLAs for eat
sampling period. A small sampling period o 5 semnds was
seleded to ensure short simulations. In ared network, larger
values doud be used, more mnsistent with the SLA
verification period.

An anti-windup mechanism was added to limit the SLA
valuesto arange of 0.25to 4timesthe required SLA.

Figure 9 shows the average delays obtained with this palicy
as compared with those of the previous sibsedion. These
graphics show that the static eror is grealy reduced by the
integrator, so that the EF delay is much neaer the required
value of 60 ms, andthe AF delay of 120ms.
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Fig. 9 Average EF and AF delay

The simulations of table 2 were repeaed with the planning
adive palicy operating. The results are presented in table 3,
showing an improvement in SLA fulfill ment. The two middle
cases how abou 1% error, instead of 10% for the previous
situation. Naturaly, a reduction d the delays is obtained at
the st of an increassed average bandwidth, which means
more asts to the service provider. However, in the first case
of table 3, the bandwidth acdually increased. This is due to
more anredions being acceted, as less restrictions are
imposed, which results in larger bandwidth needs. In this
case the wsts of the bandwidth are mvered by the increased
profit due to the larger number of conredions.

Table 3 Bandwidth and delays with the planning pdicy

SA SLA Max Max Average
(delayEF) | (delayAF) | delayEF | delayAF | Bandwidth
200ms 800ms 75.6ms | 2103 ms | 3.423Mbps
60ms 120ms 595ms | 1183 ms | 2.902Mbps
40ms 70ms 405ms | 694 ms | 8.843Mbps
25ms 30ms 358ms | 364 ms | 38.988Mbps

V. CONCLUSION

From the results presented, it can be cncluded that the
quality of service required by wsers can be provided within
certain limits by using adive pdlicies.

The adive policies are useful in dyramicdly adjusting
network parameters to optimize network performance ad
enforce service level agreament with minimum costs to the
service provider.

Some of the adive pdicies can be reused for different
situations just by changing the variables they control and the

configuration parameters, like the threshdds in the previous
examples.

The works of [9][10] also present policy hierarchies.
However, these works do nd integrate with service level
management, nor refine the requirements through severa
policy abstradion levels that ad over the network down to
the euipment, nor alow easy pdicy reuse. The palicies of
[17] restrict the network behavior, instead of improving its
operation asin the cae of the adive pdlicies.

Further reseach topics include defining a ontrad
spedficaion language, an adive padlicy definition language,
and applying the adive pdliciesto ather examples.

V. REFERENCES
[1] S. Blake, D. Blak, M. Carlson, E. Davies, Z. Wang, W.
Weiss “An Architedure for Differentiated Services’, IETF
RFC 2475 Decenber 1998
[2] Paulo Pereira, Paulo Pinto, “ Algorithms and Contrads for
Network and Systems Management”, in IEEE Latin
American Network Operations and Management Symposium,
Rio de Janeiro, Brazl, 3-5 December 1999 pp. 385396
ISBN: 85-9003823-8. http://mariel.inesc.pt/~prbp/pubdical
lanoms99.pdf
[3] UCB/LBNL/VINT Network Simulator
http://www.isi.edu/nsnam/ns/
[4] DiffServ  additions to NS. http://www.teltecdcu.ie/
~murphys/ns-work/diff serv/index.html
[5] V. Jambson, K. Nichas, K. Podui, “An Expedited
Forwarding PHB”, IETF RFC 2598 June 1999
[6] J. Heinamen, F. Baker, W. Weiss J. Wroclawski,
“Asaired Forwarding PHB Group’, IETF RFC 2597, June
1999
[7] Elionildo Menezes, Djamel Sadok, Judith Kelner, Paulo
Pereira, Paulo Pinto, “ Service Management for Diff erentiated
Services Networks’, in |[EEE Workshop on |P-Oriented
Operations & Management, Cracow, Poland, 4-6 September
200Q pp. 99-108 ISBN: 83-8830900-5. http://mariel.inesc.
pt/~prbp/puli calipom200Qpdf
[8] Paulo Rogério Pereira, Bruno Afonso, Daniel Gomes,
“Differentiated  Services Network  Simulation”, in
ConfTele 2001 pocedlings, Figueira da Foz, Portugal, April
2001
[9] René Wies, “Policies in Network and Systems
Management - Formal Definition and Architedure”, Journal
of Network and §stems Management, Plenum Publishing
Corp., 2(1):63-83, March 1994
[10] Thomas Koch, Christoph Krell, Bernd Kramer, “Policy
Definition Languege for Automated Management of
Distributed Systems’, in 2" Internationd Workshop on
Systems Management, IEEE Computer Society, 19-21 June
1996 Canada.
[11] M. Sloman, J. Magee K. Twidle, J. Kramer, “An
Architecture for Managing Distributed Systems”, in 4" IEEE
Workshop on Future Trends of Distributed Computing
Systems, Lisbon, Portugal, IEEE Computer Society Press pp.
40-46, 22-24 September 1993

(version 2.



